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Abstract

Using general results on dynamic programming techniques for the evaluation of definite clause programs, we systematically derive an $O(n^6)$ Earley algorithm for Tree Adjoining Grammars. Though the algorithm produced is original and interesting in its own right, the main contribution of this paper is the collection of independent techniques used to produce it. In particular we show how general results on dynamic programming execution of compiled DC programs can be used to organize the parsing in a strictly left-to-right discipline, even in the presence of discontinuous structures with interleaved constituents. The same techniques can be used to produce parsers with different recognition strategies, e.g. bottom-up, top-down, or predictive bottom-up as Earley's. They may also be applied to unification based grammatical formalisms, and to the construction of robust parsers (e.g. island parsing).
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1 Introduction

The work presented here is part of a larger effort to develop a systematic technology for building Earley-like evaluators. A first step in this direction was a generalization of Earley’s algorithm to a general Earley like construction for Push-Down Automata (PDA) presented in [Lan-74] that subsumes all published left-to-right variants of Earley’s algorithm. The interest of this result was that the PDA could be constructed using any of a large number of techniques developed for the compiler technology [AhoU-72] and also in other research areas. The choice of the technique corresponds to what has been called since the choice of a parsing schema [Kay-80]. This idea was successfully used later by Tomita who applied it to LR(1) based parsers [Tom-87] and also sketched its application to specific PDA based parsers used in the linguistics community [Tom-88].

More recently, we have extended this approach to general Definite Clause (DC) programs, by introducing a new operational device, the Logical PDA. A DC program or grammar can be compiled into a LPDA according to some computation schema (e.g. predictive bottom-up corresponds to Earley deduction), and then the LPDA may be interpreted according to a general dynamic programming construction à la Earley. The data and control structures used for such interpretations are particularly simple, and lend themselves rather well to easy complexity analysis for finite interpretations [Lan-88b], which is often the case in parsing techniques.

Since many systematic syntactic formalisms used in computational linguistics can be expressed with DC programs (possibly on non-Herbrand interpretations such as feature structures [Kay-84, KapB-82, Shi-84, AitN-86]), we believe that the Earley construction for LPDAs could be the basis for the development of Earley parsers for these formalisms. In this paper, we attempt to support this view by showing how an efficient Earley parser can be developed for the Tree Adjoining Grammar (TAG) formalism. The choice of TAGs was motivated by Schabes and Joshi’s report of an $O(n^9)$ algorithm [SchJ-88] and their statement that finding such an algorithm “was a difficult task”. When the work presented here was conducted, the author knew the existence of that algorithm and of the $O(n^6)$ CYK algorithm [Hay-62, Kas-65, You-66, AhoHU-68] developed earlier by Vijay-Shanker and Joshi [VijJ-85]. However, material circumstances prevented access to the actual descriptions of these algorithms. These details are mentioned to stress that no foreknowledge of the algorithmic aspects of the result helped us in this work, but only the systematic use of general techniques, which are the real topic of this paper. These techniques are rather tedious to present (they should be mechanized), but
are straightforward to apply once the proper theoretical framework has been set.

The strategy followed in the construction of our TAG Earley parser is the following: translation of the TAG into a DC program, construction of a corresponding predictive bottom-up LPDA, modification of the general dynamic programming evaluation of this LPDA to obey the left-to-right parsing discipline despite the presence of interleaved constituents (this modification is based on general properties of LPDAs).

Though similar constructions could perhaps be developed for Earley deduction, we believe a fully formal analysis would be more complex (because of a lesser decomposition into independent steps) and also less general (our techniques would equally apply to, for example, pure top-down or pure bottom-up schemas, or to non-left-to-right parsers). It is shown in [Lan-88c] that the push-down structure plays an essential role in these algorithms.

2 Tree Adjoining Grammars and DC Programs

A Tree Adjoining Grammar (TAG) is a 5-tuple \((V_N, V_T, S, I, A)\) where \(V_N\) and \(V_T\) are sets of respectively non-terminal and terminal symbols, \(I\) and \(A\) are sets of respectively initial and auxiliary elementary trees. Except as specified below, the leaf (resp. non-leaf) nodes of elementary trees are labelled with terminal symbols or the empty string (resp. with non-terminal symbols). The root of an initial tree is labelled with the distinguished non-terminal \(S\). Each auxiliary tree has one distinguished leaf node called its foot which is labelled with the same non-terminal as the root of the tree. The path from root to foot is called the spine of the auxiliary tree.

Given a tree \(T\) containing a non-leaf node \(X\) labelled with a non-terminal \(N\), the adjonction of an auxiliary tree \(A\) with its root also labelled by \(N\) is the following operation: excise the subtree \(T'\) of \(T\) occurring in \(X\), replace it with a copy of the auxiliary tree \(A\), and graft the excised subtree \(T'\) to the foot of this copy of \(A\). We shall call (the frontier of) the excised subtree \(T'\) the footer of the adjoined auxiliary tree \(A\).

A tree is generated by the TAG iff it can be obtained by a succession of adjonctions of auxiliary trees to some initial tree. The language generated by the TAG is the set of terminal strings that are the frontiers of trees that the TAG can generate.

In order to parse a sentence w.r.t. a TAG, we shall first use a construction similar to the transformation of CF grammars into DC programs presented by Pereira and Warren in [PerW-80].
The basic idea in the CF case is to consider every syntactic category as a predicate over substrings of the analysed sentences. A substring is represented by two indexes corresponding to its starting and ending positions. These two indexes are the arguments of the predicates. This gives for example a translation of the rule “sentence → np vp” into the clause “sentence(x, y) :- np(x, z) vp(z, y)”. This clause means that the substring from x to y is a sentence if the substring from x to z is a np and the substring from z to y is a vp.

In the CF case, there is one predicate in the DC program for every non-terminal of the CF grammar. In the case of TAGs, we define a predicate for each node in the initial and auxiliary trees. There is also a predicate for each non-terminal symbol of the translated TAG.

We use the (possibly subscripted) letters X, N and T to represent respectively node predicates, non-terminal predicates and terminal predicates. These letters are also used to denote the tree nodes, non-terminal symbols and terminal symbols these predicates correspond to.

Input index variables are noted with the letters x, y, s and e. More specifically the letters s and e are used, in spine-node predicates and non-terminal predicates, to denote the starting and ending points of the footer of the currently recognized auxiliary tree.

In the expansion rules below, the \( n_X \) children of a node X are denoted by \( X_i \) for \( i \) in \( [1..n_X] \). For a spine node X, we denote by \( d_X \) the index of its unique son \( X_{d_X} \) that is also on the spine.

The rules constructed mimic node by node the production of a tree by TAG derivation:

**Initialization**, for the root X of every initial tree:

The final value returned for the variable y must be the length \( n \) of the input sentence.

\[
\text{sentence}(y) :- X(0, y)
\]

**Normal expansion** of a non-spine node X into its constituents:

\[
X(x_0, x_{n_X}) :- X_1(x_0, x_1) \ldots X_{n_X}(x_{n_X-1}, x_{n_X})
\]

**Terminal recognition**, for each leaf-node X with terminal label T:

\[
X(x, y) :- \text{scan}(x, y, T)
\]

**Normal Adjunction Decision** for each node X with non-terminal label N:

\[
X(x, y) :- N(x, y, s, e) X(s, e)
\]

**Adjunction**, for every N-labelled root node X of an auxiliary tree:

\[
N(x, y, s, e) :- X(x, y, s, e)
\]
Spine expansion  (the extra variables s and e are the footer’s end points):

\[ X(x_0, x_n, s, e) :\neg X_1(x_0, x_1) \ldots X_{d_X}(x_{d_X - 1}, x_{d_X}, s, e) \ldots X_{n_X}(x_{n_X - 1}, x_{n_X}) \]

Spine Adjunction Decision  (s’ and e’ correspond to the footer of the dominating tree):

\[ X(x, y, s', e') :\neg N(x, y, s, e) X(s, e, s', e') \]

Foot Skipping  for each foot node X, the end-points of the foot must be those of the footer:

\[ X(s, e, s, e) :\neg \]

Note that the footer is actually recognized in (normal or spine) adjunction decision clauses.

Finally, for every word with position i in the input sentence, and belonging to the lexical (i.e. terminal) category T, we add the unit clause:

\[ \text{scan}(i - 1, i, T) :\neg . \]

3 Logical push-down automata & Dynamic programming

The standard computational device for CF parsing is the push-down automaton. Most existing parsers are built on that model. This is clearly true for deterministic parsing techniques [AhoU-72], but also for backtracking techniques [GriP-65], and for dynamic programming à la Earley as shown by the author in [Lan-74, Lan-88a].

The Logical Push-Down Automaton (LPDA) is the natural extension of that operational engine to DC programs and grammars. As in the CF case, it allows independent choice of the parsing schema (e.g. top-down, bottom-up, predictive, ... [GriP-65, Kay-80]) which is embodied in the construction of the LPDA, and of the evaluation strategy (e.g. backtrack, breadth-first or dynamic programming). Furthermore, the LPDA formalism leads to very simple structures in the case of dynamic programming interpretations [Lan-88b, Lan-88c], which are easier to analyse, prove, and optimize than the corresponding direct constructions on DC programs [PerW-83, Por-86, TamS-86, Vie-88], while remaining independent of the computation (parsing) schema unlike the direct constructions.

A LPDA is essentially a PDA that stores logical atoms (i.e. predicates applied to arguments) and substitutions on its stack, instead of simple symbols. The symbols of the standard CF PDA stack are (approximately, for this abstract) predicates with no arguments. A technical point is that we consider PDAs without “finite state” control: this is possible without loss
of generality by having pop transitions that replace the top two atoms by only one (this is standard in LR(k) PDA parsers [AhoU-72]).

Formally a LPDA $A$ is a 6-tuple: $A = (X, F, \Delta, \overset{\triangleright}{\diamond}, \overset{\triangleright}{\ast}, \Theta)$
where $X$ is a set of variables, $F$ is a set of functions and constants symbols, $\Delta$ is a set of stack predicate symbols, $\overset{\triangleright}{\diamond}$ and $\overset{\triangleright}{\ast}$ are respectively the initial and final stack predicates, and $\Theta$ is a finite set of transitions having one of the following three forms:

- **horizontal transitions**: $B \mapsto \rightarrow C$ -- replace $B$ by $C$ on top of stack
- **push transitions**: $B \mapsto \rightarrow CB$ -- push $C$ on top of former stack top $B$
- **pop transitions**: $BD \mapsto \rightarrow C$ -- replace $BD$ by $C$ on top of stack

where $B$, $C$ and $D$ are $\Delta$-atoms, i.e. atoms built with $\Delta$, $F$ and $X$.

Intuitively (and approximately) a pop transition $BD \mapsto \rightarrow C$ is applicable to a stack configuration with atoms $A$ and $A'$ on top, iff there is a substitution $s$ such that $Bs = As$ and $Ds = A's$. Then $A$ and $A'$ are removed from the stack and replaced by $Cs$, i.e. the atom $C$ to which $s$ has been applied. Things are similar for other kinds of transitions. Of course a LPDA is usually non-deterministic w.r.t. the choice of the applicable transition.

In the case of dynamic programming interpretations, all possible computation paths are explored, with as much sub-computation sharing as possible. The algorithm proceeds by building a collection of items (analogous to those of Earley’s algorithm) which are pairs of atoms. An item $<A A'>$ represents a stack fragment of two consecutive atoms [Lan-74, Lan-88a]. If another item $<A'A''>$ was also created, this means that the sequence of atoms $AA'A''$ is to be found in some possible stack configuration, and so on (up to the use of substitutions, not discussed here). The computation is initialized with an initial item $\overset{\triangleright}{\overset{\triangleright}{\diamond}} = <\overset{\triangleright}{\diamond} \triangleleft \overset{\triangleright}{\overset{\triangleright}{\ast}}>$
New items are produced by applying the LPDA transitions to existing items, until no new application is possible (an application may often produce an already existing item). The computation terminates under similar conditions as specialized algorithms [PerW-83, TamS-86, Vie-88]. If successful, the computation produces one or several final items of the form $<\overset{\triangleright}{\overset{\triangleright}{\ast}} \overset{\triangleright}{\diamond} >$, where the arguments of $\overset{\triangleright}{\overset{\triangleright}{\ast}}$ are an answer substitution of the initial DC program. In a parsing context, one is usually interested in obtaining parse-trees rather than “answer substitutions”. A parse tree is here a proof tree corresponding to the original DC program. Such proof trees may be obtained by the same techniques that are used in the case of CF parsing [Lan-74, BiL-88, BiL-88], and that actually interpret the items and their relations as a shared parse forest structure.

Substitutions are applied to items as follows (we give as example the most complex case): a pop transition $BD \mapsto \rightarrow C$ is applicable to a pair of items $<A A'>$ and $<E E'>$, iff there is
a unifier $s$ of $<A A'>$ and $<B D>$, and a unifier $s'$ of $A'$s and $E$. This produces the item $<C s' E's'>$. Given a DC program, *many different computation schemata may be used to build a corresponding LPDA* [Lan-88c]. Since we are interested in building Earley parsers, i.e. bottom-up parsers with a predictive top-down component, we use a corresponding LPDA construction, which gives computations that are similar to the Earley deduction algorithm [PerW-83].

The $n + 1$ clauses of the DC program are defined as $\gamma_k : A_{k,0} : - A_{k,1}, \ldots, A_{k,n_k}$ with $\gamma_0$ defining the goal. For each clause $\gamma_k$ we note $t_k$ the vector of variables occurring in the clause. We also define $n_k + 1$ new predicates $\nabla_{k,i}$ for $i$ in $[1..n_k]$, taking $t_k$ as arguments, and corresponding to positions between the literals of the clause body.

For each predicate $P$ of the DC program, we define 2 stack predicates $P'$ and $P''$. The predicate $P'$ is used to state a $P$-query, i.e. require recognition of a $P$-constituent, and $P''$ is used to state that it has been answered in a way described by its arguments.

For each atom $A_{k,i}$ occurring in a clause $\gamma_k$, the notations $A'_{k,i}$ and $A''_{k,i}$ denote the same atom where the predicate symbol, say $P$, has been replaced respectively by $P'$ and $P''$.

We define in the LPDA the transitions:

1. $\$ $\mapsto A'_{0,0} \$ $\$ 
2. $A'_{k,0} \mapsto \nabla_{k,0}(t_k) A'_{k,0}$ — for every clause $\gamma_k$
3. $\nabla_{k,i}(t_k) \mapsto A'_{k,i+1} \nabla_{k,i}(t_k)$ — for every clause $\gamma_k$ and for every position $i$ in its body: $0 \leq i < n_k$
4. $\nabla_{k,n_k}(t_k) A'_{k,0} \mapsto A''_{k,0}$ — for every clause $\gamma_k$
5. $A''_{k,i+1} \nabla_{k,i}(t_k) \mapsto \nabla_{k,i+1}(t_k)$ — for every clause $\gamma_k$ and for every position $i$ in its body: $0 \leq i < n_k$

The final predicate of the LPDA is the stack predicate $A''_{0,0}$.

The following is an informal explanation of the transitions defined above:

1. State the initial query $A_{0,0}$ in the stack, represented by $A'_{0,0}$.
2. Choose clause $\gamma_k$ to prove the goal sitting on top of the stack: the head $A_{k,0}$ of the clause $\gamma_k$ must subsume it.
3. Then subquery successively for each atom in the body of $\gamma_k$. The position predicate $\nabla_{k,i}$ indicates that the subqueries for the first $i$ atoms have been consistently proved.

4. When a common answer substitution $\theta$ has been found for all atoms in the body of $\gamma_k$, then the head instance $A_{k,0\theta}$ is proved. It is represented here by $A''_{k,0}$. 

5. Having proved an instance of the $i$-th atom in the body of $\gamma_k$ consistently with the proofs of previous ones, move to the next body atom to be subqueried by transition 3, unless there is none left in which case an answer to a previous subquery is produced by transition 4.

4 Building the Earley parser

The DC program built from the TAG as described in section 2 can then be translated into a LPDA by means of the construction given at the end of section 3, which produces a predictive bottom-up parser. The resulting LPDA is described in appendix A.

To comply fully with the constraints stated in [SchJ-88], we must adapt the dynamic programming interpretation of the LPDA so as to obey the remaining characteristics of Earley’s algorithm:

1. left to right scanning of the input sentence,

2. construction for each input position $i$ (between words) of a set of items $S_i$,

3. initialization of each set $S_i$ by scanning transitions applied to items in the previous set $S_{i-1}$,

4. completion of the item set $S_i$ before any transition is applied to items already put in the following item set $S_{i+1}$ by scanning transitions. Hence, one should not add items to item set $S_i$ after a later item set has been worked upon.

The items built by the dynamic programming interpretation of the LPDA are pairs of atoms built with the stack predicates of the LPDA by application of its transitions. These atoms have some arguments bound to input position indexes, while other may be left as free-variables (most of the latter arguments are actually useless in our case, but were kept to simplify the description of the LPDA construction). The atoms with a X or N predicate correspond to syntactical constituents, to be recognized when the predicate is primed once (e.g. $X'$), or already recognized when it is primed twice (e.g. $X''$). The first two arguments
of these predicates correspond to the end point indexes of the corresponding part of the parsed sentence. Hence a \( X'' \) atom must have its first two arguments bound to actual indexes, while in left-to-right parsing a \( X' \) atom must have its first argument bound (to know where to start recognition) but not its second argument.

The other arguments also correspond to indexes in the parsed sentence, respecting always the following order:

- for indexed variables \( x_i : i \leq j \) implies \( x_i \leq x_j \)
- for others variables: \( x \leq s \leq s' \leq e' \leq e \leq y \)

To obey the above constraints, we organize the items into sets indexed by input position. We initialize the first item set \( S_0 \) with the initial item \( \hat{U} = <\, \triangleright \, > \), and we complete \( S_0 \) by applying to its items all possible transitions, except the scanning one \( \text{scan}'(i - 1, i, T) \mapsto \text{scan}''(i - 1, i, T) \) (and 3 others discussed below). Thus \( S_0 \) contains all items that may be computed without scanning any input. Then the scanning transition is applied to all possible items in \( S_0 \) and the items produced are included in the next item set \( S_1 \) which is thus initialized. The set \( S_1 \) is completed as \( S_0 \) was, then \( S_2 \) is initialized with the scanning transition, and so on.

The parse terminates successfully, on a sentence of length \( n \), if the item set \( S_n \) contains final items like \( <X''(\emptyset, n) \, \triangleright \, > \), where \( X \) is the root of some initial tree of the TAG.

If the LPDA had been obtained by compiling a DC program produced from a CF grammar as in [PerW-80], then everything would work fine, essentially mimicking the original algorithm of Earley (the \( \bigtriangledown \) predicates are the equivalent of Earley’s dotted rules [Ear-70]).

Unfortunately, there are problems with 3 types of non-scanning transitions:

### 4.1 Skipping a constituent of another structure

The first case concerns the foot skipping transitions \( X'(s, e, s, e) \mapsto X''(s, e, s, e) \). The above rule about the binding of the first two arguments of the \( X' \) and \( X'' \) predicates cannot be obeyed since these transitions bring no new binding information. This is due to the fact that the size of the footer cannot be known yet, since in a left-to-right parsing discipline, this transition is reached before scanning the footer, and furthermore the footer is to be scanned by another remotely connected part of the LPDA. However, the value of the second argument \( e \) is needed to be able to pursue the left-to-right parsing of the footed auxiliary tree with the proper input (i.e. item set) index. The only solution is to guess the value(s) of this argument. This is formally permitted by the following property of LPDAs:
Theorem 1: The results computed by a LPDA are not changed if a transition is replaced by a complete set of instances of itself.

A set $S$ of instances of a transition $\tau$ is complete w.r.t. $\tau$ when any ground (i.e. fully instantiated) instance of $\tau$ is an instance of a transition in $S$.

Thus we solve our problem by replacing foot skipping transitions by instances of these transitions $X'(s, i, s, i) \mapsto X''(s, i, s, i)$ for any value of the index $i$, and placing the items they produce in the corresponding item sets $S_i$.

Then there still is the problem that such a skipping (pseudo-scanning) transition creates items in $S_i$ when applied to an item $S_s$ with $s + 1 < i$. Thus we lose the incrementality of item sets creation. This difficulty is solved by using instead only two transitions that produce incrementally the same computational result (this is proved by a trivial induction). Hence we replace each foot skipping transition for a foot node $X$ by the following two transitions (note that we start with $i = s$ rather than $i = 0$ because the above foot skipping transitions are useless for $i < s$):

1. $X'(s, e, s, e) \mapsto X''(s, s, s, s)$

2. $X''(s, e, s, e) \mapsto X''(s, e + 1, s, e + 1)$

The second one of these transition is to be considered as scanning, i.e. the items it produces must be used to initialize the next set of items.

4.2 Recognizing a constituent interleaved in another structure

The second and third case concern the 4th transitions for normal and spine adjunction decision:

$\nabla'_X(x, y, s, e) \mapsto X'(s, e) \nabla'_X(x, y, s, e)$ and $\nabla'_X(x, y, s, e, s', e') \mapsto X'(s, e, s', e') \nabla'_X(x, y, s, e, s', e')$.

Here the situation is reversed. We take as example the case of the 4th transition of normal adjunction decision.

This transition pushes the atom $X'(s, e)$ on top of the stack, thus requesting the recognition of the footer of an adjunction. However, at this point the corresponding adjoined tree has already been recognized, and thus the scanning position is already beyond the part of the sentence corresponding to the footer.

The solution is to have guessed earlier, at the proper time, that recognition of this footer must begin, and to have parsed it in step with the left-to-right scanning of the sentence. However, all we can do is to attempt to begin this recognition at each position index in the parsed sentence.
Again, this is formally permitted by the above theorem 1, combined with another one. First we replace the transition by a set of its instance where the beginning of the footer has been instanciated to all possible values of the input index. Then we apply a second theorem that states:

**Theorem 2**: A push transition \( B \rightarrow CB \) may be eliminated without changing the results of dynamic programming computations of a LPDA if this computation is initialized with an additional item \(<CB>\).

The application to our set of transition instances amounts to an initialization of the computation with items of the form: \(<X'(i,e) \bigtriangledown_X'(x,y,i,e)>\) for each non-leaf node \(X\) which can be the locus of an adjunction, and for each possible input index \(i\). In practice, such an item can only be used to recognize a footer starting at the \((i+1)\)st lexical element. Hence, the items can be created progressively along with item sets: each item set \(S_i\) is additionally initialized with an item \(<X'(i,e) \bigtriangledown_X'(x,y,i,e)>\) for each non-leaf node \(X\). The same is done for spine nodes, according to the structure of the corresponding push transition.

After these transformations, all the items may be produced from left to right in successive item sets. *Some optimizations are possible to reduce the number of items*, e.g. by coordinating to some extent foot skipping and foot recognition.

### 4.3 Correctness and Complexity

Most of the constructions used in this paper are based on general results that need not be proved again. They can all be mechanized (we have a running implementation for some [VilZ-88]). The only proofs needed specifically here are for the correctness of the TAG to DC program construction (section 2, tedious but not hard) and for the actual left-to-right behavior of the final algorithm (a fairly simple induction), but not for its correctness or termination.

As shown by Lang in [Lan-88b], an upperbound for the time complexity of dynamic programming interpretation of a LPDA is given by \(O(n^\theta)\) where \(n\) is the length of the input sentence, and \(\theta\) is the maximum number of times that any given transition can be applied.

This number \(\theta\) is precisely the number of independently bound variables that may be involved in the same transition. For transitions applied to only one item (i.e. push and horizontal transitions), this is precisely the number of independently bound variables in that item.

For transitions applied to two items (i.e. pop transitions), this number is the number of independently bound variables occuring in both items. Note that the fact that a pop transition
is applicable introduces new dependencies, since the bindings of the second atom of the first
item must be compatible with the bindings of the first atom of the second item.

Space complexity may be evaluated on similar grounds. It is $O(n^\sigma)$ where $\sigma$ is the maximum
number of independently bound variables that can occur in one item.

Examination of the LPDA transition shows that both time and space complexities are $O(n^6)$
Of course, as is usual for Earley algorithm, the performance may be much better in specific
cases.

5 Conclusion

The objective of this paper was not to produce an Earley parser for TAGs, but rather to show how very general techniques can be used to produce such a parser, and others. It may be that more ingenuity would have produced a parser with lower complexity bounds in the specific case of TAGs, but this does not limit the value of the techniques presented.

Naturally, these techniques are not limited to left-to-right parsing or to simple grammatical
formalisms. The definite clause formalism can accomodate extra arguments representing more contextual or semantical information. A variety of parsing schema may be used to compile DC programs into LPDAs. The dynamic programming interpretation of LPDA is itself adaptable to many variations (extending Sheil’s results [She-76] and including in particular the robust processing of noisy input (e.g. parsing in word lattices [Nak-87], island parsing [WarHSC-88], or parsing incomplete sentences [Lan-88a]).

The benefit of using LPDAs comes from the fact that it is a very explicit and well defined
operational formalism, which can accomodate any parsing schema, and can also produce parse
forests in a well formalized way [BilL-88].
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A Translating a TAG into a simple LPDA

We assume that the tag has been translated into a DC program as described in section 2. We now translate this DC program into a LPDA following the construction given in section 3. We do not always follow exactly the standard construction, but make a few innocuous simplifications for better readability.

In particular, though the standard construction assumes that all clause variables are to be carried in the $\nabla_X$ literals, this is not really needed systematically. The variables not occurring in the clause head need not be carried before their first appearance in a body literal, nor after they last appearance in such a literal. Thus, for example, in expansion transitions below, a variable $x_i$ is used only in clause literals $X_i(x_{i-1}, x_i)$ and $X_{i+1}(x_i, x_{i+1})$. Hence in the LPDA transitions, this variable appears only in the corresponding literals, and is also carried in the intervening position literal $\nabla_{X,i}(x_i, \ldots)$. Another simplification concerns clauses with a unique literal in their body, for which the position predicates $\nabla_X$ are not used at all.

On the other hand we do not make some obvious simplifications, so as to keep the uniformity of the presentation of the construction, and of the later discussion. For example, this may result in duplicating uselessly a variable in some literals.

Note that we follow the convention of the general Earley construction of section 3 concerning prime and double-prime on node and non-terminal predicates ($X$ and $N$) when they are used as query (i.e. top-down) as in $X'$ and $N'$, or as answer (i.e. bottom-up) as in $X''$ and $N''$.

The primes and double-primes on $\nabla_X$ predicates in adjunction-decision transitions do not play this role and are just meant as distinctive marks. We do not use indexes in this latter case to avoid ambiguity with position predicates in expansion transitions, since both adjunction-decision or expansion can be applied to the same node predicates $X$ when node $X$ is labelled with a non-terminal.

Initialization for the root $X$ of every initial tree of the TAG:

$\overset{\circ}{\$} \mapsto X'(0, y) \overset{\circ}{\$}$

and $X''$ is a final predicate. The parse is successful iff a final item $<X''(\theta, n) \overset{\circ}{\$}>$ is produced.

Normal expansion for every non-leaf node $X$, $\forall i$, $1 \leq i \leq n_X$

1. $X'(x_0, x_{n_X}) \mapsto \nabla_{X,0}(x_0, x_0, x_{n_X}) \overset{\circ}{X'}(x_0, x_{n_X})$

2. $\nabla_{X,i-1}(x_{i-1}, x_0, x_{n_X}) \mapsto X'_i(x_{i-1}, x_i) \nabla_{X,i-1}(x_{i-1}, x_0, x_{n_X})$
3. \( X'_i(x_{i-1}, x_i) \) \( \nabla_{X,i-1}(x_{i-1}, x_0, x_{nx}) \) \( \nabla_{X,i}(x_i, x_0, x_{nx}) \)

4. \( \nabla_{X, nx}(x_{nx}, x_0, x_{nx}) \) \( X'(x_0, x_{nx}) \) \( \nabla''(x_0, x_{nx}) \)

**Terminal recognition** for every leaf node \( X \) with a terminal label \( T \)

1. \( X'(x, y) \) \( \mapsto \) \( \text{scan}'(x, y, T) \) \( X'(x, y) \)

2. \( \text{scan}''(x, y, T) \) \( X'(x, y) \) \( \mapsto \) \( X''(x, y) \)

**Normal Adjunction Decision** for every node \( X \) with non-terminal label \( N \)

1. \( X'(x, y) \) \( \mapsto \) \( \nabla_X(x, y) \) \( X'(x, y) \)

2. \( \nabla_X(x, y) \) \( \mapsto N'(x, y, s, e) \) \( \nabla_X(x, y) \)

3. \( N''(x, y, s, e) \) \( \nabla_X(x, y) \) \( \mapsto \nabla'_X(x, y, s, e) \)

4. \( \nabla'_X(x, y, s, e) \) \( \mapsto X'(s, e) \) \( \nabla'_X(x, y, s, e) \)

5. \( X''(s, e) \) \( \nabla''_X(x, y, s, e) \) \( \mapsto \nabla''_X(x, y) \)

6. \( \nabla''_X(x, y) \) \( X'(x, y) \) \( \mapsto \nabla''_X(x, y) \)

**Adjunction** for every \( N \) labelled root node \( X \) of an auxiliary tree:

1. \( N'(x, y, s, e) \) \( \mapsto X'(x, y, s, e) \)

2. \( X''(x, y, s, e) \) \( \mapsto N''(x, y, s, e) \)

**Spine expansion** for every spine node \( X \), \( \forall i, \ 1 \leq i \leq n_X \) and \( i \neq d_X \)

1. \( X'(x_0, x_{nx}, s, e) \) \( \mapsto \nabla_{X,0}(x_0, x_0, x_{nx}, s, e) \) \( X'(x_0, x_{nx}, s, e) \)

2. \( \nabla_{X,i-1}(x_{i-1}, x_0, x_{nx}, s, e) \) \( \mapsto X'_i(x_{i-1}, x_i) \) \( \nabla_{X,i-1}(x_{i-1}, x_0, x_{nx}, s, e) \)

3. \( X''(x_{i-1}, x_i) \) \( \nabla_{X,i-1}(x_{i-1}, x_0, x_{nx}, s, e) \) \( \mapsto \nabla_{X,i}(x_i, x_0, x_{nx}, s, e) \)

4. \( \nabla_{X,dx-1}(x_{dx-1}, x_0, x_{nx}, s, e) \) \( \mapsto X'_dx(x_{dx-1}, x_{dx}, s, e) \) \( \nabla_{X,dx-1}(x_{dx-1}, x_0, x_{nx}, s, e) \)

5. \( X''(x_{dx-1}, x_{dx}, s, e) \) \( \nabla_{X,dx-1}(x_{dx-1}, x_0, x_{nx}, s, e) \) \( \mapsto \nabla_{X,dx}(x_{dx}, x_0, x_{nx}, s, e) \)

6. \( \nabla_{X, nx}(x_{nx}, x_0, x_{nx}, s, e) \) \( X'(x_0, x_{nx}, s, e) \) \( \mapsto \nabla''(x_0, x_{nx}, s, e) \)

**Spine Adjunction Decision** for every spine node \( X \) with non-terminal label \( N \):

1. \( X'(x, y, s', e') \) \( \mapsto \nabla_X(x, y, s', e') \) \( X'(x, y, s', e') \)

2. \( \nabla_X(x, y, s', e') \) \( \mapsto N'(x, y, s, e) \) \( \nabla_X(x, y, s', e') \)

3. \( N''(x, y, s, e) \) \( \nabla_X(x, y, s', e') \) \( \mapsto \nabla''_X(x, y, s, e, s', e') \)
4. $\nabla_X'(x, y, s, e, s', e') \mapsto X'(s, e, s', e') \nabla_X'(x, y, s, e, s', e')$

5. $X''(s, e, s', e') \nabla_X'(x, y, s, e, s', e') \mapsto \nabla_X''(x, y, s, e')$

6. $\nabla_X''(x, y, s', e') X'(x, y, s, e') \mapsto X''(x, y, s', e')$

Foot Skipping  for every foot node $X$

1. $X'(s, e, s, e) \mapsto X''(s, e, s, e)$

In addition, for every word with position $i$ in the input sentence, and belonging to the lexical (i.e. terminal) category $T$, we simulate the scanning of this input word with the transition

$\text{scan}'(i - 1, i, T) \mapsto \text{scan}''(i - 1, i, T)$

It is possible to extend the LPDA formalism to account more cleanly for input scanning [Lan-88b]. However we chose not to do so here to avoid further complexity in our formalism. Hence the necessity to simulate scanning with these dummy transitions, that play no essential role in the constructions described in this paper.